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T H E  ML SCALE IN SOUTHERN CALIFORNIA 

BY L. K. HUTTON AND DAVID M. BOORE 

ABSTRACT 

Measurements (9,941) of peak amplitudes on Wood-Anderson instruments (or 
simulated Wood-Anderson instruments) in the Southern California Seismographic 
Network for 972 earthquakes, primarily located in southern California, were 
studied with the aim of determining a new distance correction curve for use in 
determining the local magnitude, M,. Events in the Mammoth Lakes area were 
found to give an unusual attenuation pattern and were excluded from the analysis, 
as were readings from any one earthquake at distances beyond the first occur- 
rence of amplitudes less than 0.3 mm. The remaining 7,355 amplitudes from 814 
earthquakes yielded the following equation for M, distance correction, log Ao 

- log Ao = 1.110 log(r/100) + 0.00189(r - 100) + 3.0 

where r is hypocentral distance in kilometers. A new set of station corrections 
was also determined from the analysis. The standard deviation of the M, residuals 
obtained by using this curve and the station corrections was 0.21. The data used 
to derive the equation came from earthquakes with hypocentral distances ranging 
from about 10 to 700 km and focal depths down to 20 km (with most depths less 
than 10 kin). The log A0 values from this equation are similar to the standard 
values listed in Richter (1958) for 50 < r < 200 km (in accordance with the 
definition of M,, the log Ao value for r = 100 km was constrained to equal his 
value). The Wood-Anderson amplitudes decay less rapidly, however, than implied 
by Richter's correction. Because of this, the routinely determined magnitudes 
have been too low for nearby stations (r < 50 kin) and too high for distant stations 
(r > 200 kin). The effect at close distances is consistent with that found in several 
other studies, and is simply due to a difference in the observed = l / r  geometrical 
spreading for body waves and the 1/r 2 spreading assumed by Gutenberg and 
Richter in the construction of the log Ao table. 

M,'s computed from our curve and those reported in the Caltech catalog show 
a systematic dependence on magnitude: small earthquakes have larger magni- 
tudes than in the catalog and large earthquakes have smaller magnitudes (by as 
much as 0.6 units). To a large extent, these systematic differences are due to 
the nonuniform distribution of data in magnitude-distance space (small earth- 
quakes are preferentially recorded at close distances relative to large earth- 
quakes). For large earthquakes, however, the difference in the two magnitudes 
is not solely due to the new correction for attenuation; magnitudes computed 
using Richter's log Ao curve are also low relative to the catalog values. The 
differences in that case may be due to subjective judgment on the part of those 
determining the catalog magnitudes, the use of data other than the Caltech 
Wood-Anderson seismographs, the use of different station corrections, or the 
use of teleseismic magnitude determinations. Whatever their cause, the depar- 
tures at large magnitude may explain a 1.0:0.7 proportionality found by Luco 
(1982) between M,'s determined from real Wood-Anderson records and those 
from records synthesized from strong-motion instruments. If it were not for the 
biases in reported magnitudes, I.uco's finding would imply a magnitude-depend- 
ent shape in the attenuation curves. We studied residuals in three magnitude 
classes (2.0 < M, _-< 3.5, 3.5 < M, =< 5.5, and 5.5 < M, -< 7.0) and found no support 
for such a magnitude dependence. 

Based on our results, we propose that local magnitude scales be defined such 
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that ML = 3 correspond to 10 mm of motion on a Wood-Anderson instrument at 
17 km hypocentral distance, rather than 1 mm of motion at 100 km. This is 
consistent with the original definition of magnitude in southern Califomia and will 
allow more meaningful comparison of earthquakes in regions having very differ- 
ent attenuation of waves within the first 100 kin. 

INTRODUCTION 

Since Richter's pioneering work in 1935 (Richter, 1935), numbers have been 
routinely assigned to earthquakes based on instrumental recordings, with the 
intention of representing in an objective way the "size" of the event. The original 
purpose was to facilitate cataloging of earthquakes without depending exclusively 
on felt intensities to compare one event to another. Richter's work introduced the 
so-called local magnitude scale (ML), based on the Wood-Anderson seismograph 
which was prevalent at that time. Richter has stated that his expectations for the 
scale were modest and that he intended its use to the nearest half unit only. 

By contrast, the southern California seismicity catalog since 1932 approaches 
70,000 events. Approximately 10,000 of these have at least some Wood-Anderson 
amplitude readings and a local magnitude assigned to the nearest tenth of a unit. 
Numerous other magnitude scales based on teleseismic recordings, long-period 
recordings, seismic moment, and peak acceleration and velocity from strong-motion 
records have all been calibrated against events of known local magnitude (e.g., Lee 
et al., 1972; Schnabel and Seed, 1973; Seed et al., 1976; Espinosa, 1979, 1980; Joyner 
et al., 1981; Hanks and Boore, 1984; Bakun, 1985). Statistical and other seismicity 
studies are very sensitive to consistent application of these magnitude scales. Public 
policy decisions on questions of emergency response and earthquake insurance, as 
well as engineering design criteria, routinely hinge on instrumental magnitude 
computations done with Richter's graphically determined attenuation table (Ri- 
chter, 1958) and, in southern California, largely the original station corrections. 

Some problems have become apparent over the years of routine Caltech network 
analysis. Seismographic stations in northern and southern California seldom yield 
the same magnitude for the same earthquake. Workers who do routine magnitude 
assignment are aware that distant stations produce magnitudes that are too high, 
and nearby stations produce magnitudes that are too low, relative to stations at 
intermediate distances (on the order of 100 kin). In general, only the practice of 
averaging values from all available stations has prevented this from being more of 
a problem than it is. 

In this paper, we bring some modern computing power to bear on establishing 
the attenuation curve and station corrections to be used in southern California. 
Similar work has been done recently with success in central California (Bakun and 
Joyner, 1984), the Great Basin of the Western United States (Chavez and Priestley, 
1985; Rogers et al., 1986), northeastern United States (Ebel, 1982), Japan (Takeo 
and Abe, 1981; Y. Fujino and R. Inoue, written communication, 1985}, Greece 
(Kiratzi and Papazachos, 1984), New Zealand (Haines, 1981), and South Australia 
(Greenhalgh and Singh, 1986). 

DATA 

We used routine Wood-Anderson amplitude recordings from the Southern Cali- 
fornia Seismographic Network, which is operated jointly by the California Institute 
of Technology (CIT) and the U.S. Geological Survey. The amplitudes are read as 
one-half the peak-to-peak distance on the largest single swing of the S wave. This 
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procedure differs slightly from that specified in Richter's book (Richter, 1958). 
Richter (1958) calls for use of the largest amplitude regardless of what phase it 
belongs to, whereas Gutenberg and Richter (1956) say to ignore any P phase. The 
latter seems to have been the CIT practice for a long time. Amplitudes as small as 
0.1 mm are commonly read and used in magnitude determinations. Readings less 
than 0.3 mm, however, were excluded from our data set. 

The current routine CIT procedures for assigning ML is to compute a magnitude 
for each Wood-Anderson instrument, apply the station corrections, and then take 
the median of the values to obtain the local magnitude of the earthquake. In the 
past, the local magnitude appears to have been chosen from the list of station 
magnitudes based partly on the analyst's experience concerning the reliability of 
the individual stations. Richter (1958) states that  the mean of the station magni- 
tudes should be used. In this study, we used the mean because of the relative ease 
in handling the statistics. If there are several stations and they agree relatively well, 
the difference between mean and median should be small. 

The main body of the data arose from the preparation of a catalog for 1975 
through 1983 (Hutton et al., 1985). All events with more than 10 Wood-Anderson 
amplitudes were included in the present study. The bulk of these events had ML in 
the 2 to 4 range (see Table 1). For that reason, we supplemented the data set with 
events above ML 5.0, back in time to the beginning of the catalog in 1932 (Hileman 
et al., 1974; Friedman eta/., 1976), requiring only that "several" Wood-Anderson 
readings were available. 

As work progressed, we discovered that the data set was also deficient at close 
distances. We therefore supplemented the data set again with events for 1983 and 
1984, requiring that at least six Wood-Anderson readings be available and that at 
least one be from a station closer than 50 km to the epicenter. 

In addition to its network of traditional Wood-Anderson instruments (supposedly 
with a static magnification of 2,800), CIT maintains a few film-recording instru- 

TABLE 1 

DISTRIBUTION OF RECORDINGS BY DISTANCE AND MAGNITUDE* 

log R ML 

(kin) 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 

-0 .2  0 0 0 0 0 0 0 0 0 0 0 0 
0.0 0 0 2 0 0 0 0 0 0 0 0 0 
0.2 0 0 0 0 0 0 0 0 0 0 0 0 
0.4 0 0 2 0 0 0 0 0 0 0 0 0 
0.6 0 2 7 0 0 0 0 0 0 0 0 0 
0.8 0 0 8 1 0 0 0 0 0 0 0 0 
1.0 0 8 18 4 0 0 0 0 0 0 0 0 
1.2 0 37 30 12 3 1 0 0 0 0 0 0 
1.4 0 41 54 37 6 3 0 0 0 0 0 0 
1.6 0 57 143 84 31 20 2 0 0 0 0 0 
1.8 0 72 194 185 67 36 13 0 2 0 0 0 
2.0 0 84 381 445 225 112 43 15 3 3 0 0 
2.2 0 34 516 631 357 177 93 26 2 6 0 0 
2.4 0 0 178 577 491 312 158 71 12 11 2 0 
2.6 0 0 11 151 288 247 153 104 32 33 2 0 
2.8 0 0 0 2 25 33 33 39 25 23 3 0 
3.0 0 0 0 0 0 0 0 0 0 4 0 0 
3.2 0 0 0 0 0 0 0 0 0 0 0 0 

* Distance and magnitude shown are center values of data bins. 
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ments with the same frequency response and a nominal magnification ( from ground 
to viewer screen) of 100 (see Gutenberg and Richter, 1956). These instruments are 
labeled 9, 10, 11, 12, and 13, respectively, in this paper. Occasionally, the same 
instrument was operated at different stations for limited times; to avoid confusion, 
a suffix has been added to make the identification unique. These low-magnification 
instruments yield data only on the largest events (ML 5.0+), yet they have been a 
continual problem in routine analysis because the ratios of the amplitudes on 
seismograms from these instruments to those from true Wood-Anderson seismo- 
graphs is clearly not 28, as it should be. This question will be addressed later in the 
paper. A few of the other horizontal-component instruments (in particular, SNC 
and SWM) were apparently not Wood-Anderson seismographs. We have included 
data from these instruments, although the number of recordings is small. Further- 
more, the instruments at ISA and GLA are horizontal Benioff seismometers with 
filters to simulate the response of a photographic Wood-Anderson. 

In this study, we include no synthetic Wood-Anderson data from strong-motion 
accelerographs [such as used by Kanamori and Jennings (1978) and Luco (1982)]. 
We felt that it would be impossible to determine reliable station corrections with 
the few recordings at each site. Furthermore, there is some uncertainty in the 
magnification to be used for the Wood-Anderson instruments. The specified value 
of 2,800 is used in simulations of Wood-Anderson response from accelerograph 
records, but there is evidence (B. A. Bolt, oral communication, 1984; T. V. McEvilly, 
oral communication, 1984) that the effective magnification of operating Wood- 
Anderson instruments may be systematically lower than this (as low as or lower 
than 2,000). Such a difference is of no concern if only Wood-Anderson instruments 
are used to compute ML, or if enough accelerograph recordings are available to 
allow magnification differences to be absorbed into an apparent station correction. 
So far, tilt test measurements on operational Wood-Anderson instruments in 
southern California have been inconclusive. Gutenberg (1957), however, presents 
shake table results which indicate a low-frequency magnification of about 2,800. 

The goal was a data set incorporating as much magnitude-distance space as 
possible (Table 1) and with a good geographic distribution of epicenters, rather than 
one derived from a complete catalog above some ML. Maps showing the locations 
of the earthquakes and stations used in this study are given in Figure 1. Earthquakes 
were included inside CIT's normal reporting region (Hileman et al., 1974), which 
covers southern California and Owens Valley and extends slightly into Nevada and 
into Mexico. Explosions were excluded. A few events from central California were 
also included. As can be seen from Figure 1, the widespread distribution of both 
earthquakes and stations will result in an attenuation relation that is an average 
over much of the southern California region. Sufficient data are probably available 
to break the region into smaller areas that might have a closer resemblance to the 
various tectonic provinces, but aside from a consideration of the Mammoth Lakes 
earthquakes, we have not attempted this. 

The earthquake hypocenters and Wood-Anderson amplitudes were entered into 
the computer from the routine index card files; no amplitudes were read from the 
seismograms especially for this study. The resulting data set consisted of a total of 
9,941 horizontal-component amplitudes for 972 earthquakes (amplitudes on the two 
components are counted separately). 

PROCEDURES 

Following previous work ( Joyner and Boore, 1981; Bakun and Joyner, 1984), we 
represented the peak Wood-Anderson amplitude by the following (where for the 
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FIG. 1. Maps of southern and central California, showing events (top) and stations (bottom) used in 
the analysis. The Mammoth Lakes earthquakes are enclosed in the box in the upper central part of the 
top panel. 

sake of clarity, subscripts representing a particular site and earthquake are not 
shown) 

log A = log Ao ÷ ML -- S (1) 

and  

- l o g  Ao = n log(r /100)  + K ( r  - 100) + 3.0 (2) 

where A = the measured amplitude in millimeters, r -- hypocentral distance in 
kilometers, and n, K, S, and ML are constants to be determined from regression 
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analysis. The S are the station corrections for each station, assumed to be inde- 
pendent of source size and source region. ML is the event magnitude computed with 
the new station corrections and attenuation parameters. In this study, we will refer 
to this magnitude as ML(HB) (for the authors of this paper}, to keep it distinct 
from the catalog value ML(CIT) and the magnitude ML(R) computed using our 
data set and station corrections, with Richter's log A0 correction. 

Although the simple model of waves propagating from a point source, in which n 
represents geometric spreading and K attenuation, motivated the form of equation 
(1), we do not necessarily attach much physical significance to the parameters that 
emerge from the regression analysis. 

By definition, the zero point of the magnitude scale is determined by the 
constraint that a hypothetical Wood-Anderson instrument at 100 km from the 
epicenter record with an amplitude of 1 mm for a ML 3.0 shock. This is true in the 
previous equation, provided that the average station correction for a site with a 
standard Wood-Anderson instrument is zero. In the practice of maintaining a long- 
term network, however, stations and instruments may be installed, moved, or 
removed, and the averages of different sets of station corrections may cause the 
magnitude scale to drift. For that reason, we preferred to constrain the station 
correction for one partict~!ar instrument. The east-west component at Palomar 
(PLM) was chosen because it has had a long period of operation without needing 
maintenance and because data from it fit the aforementioned model well. Its station 
correction was taken to be -0.1. With this constraint, the average station correction 
for the present set of standard Wood-Anderson stations (BAR, CWC, ISA, PAS, 
PLM, RVR, SBC, and TIN} is almost zero (-0.02}. 

In theory one could solve for all station corrections and event magnitudes, plus 
the attenuation and geometric spreading parameters, in one giant regression. 
Computer resources proved insufficient to do this, however, and the analysis was 
done instead in a series of iterated steps. Station residuals were computed using a 
starting set of parameters (all zero, including n and K) and event magnitudes taken 
from the Caltech catalog. Attenuation and geometric spreading parameters were 
then adjusted to fit these residuals, using a simple two-parameter regression, and a 
new set of station corrections and event magnitudes computed. Then the whole 
process was repeated. At each stage, the station corrections were adjusted so that 
the one for the east-west component of PLM was equal to -0.1. Convergence was 
achieved after 10 or 15 iterations. The results do not depend on the starting model. 

ATTENUATION CURVE 

The regression results for several data selection procedures are listed in Table 2. 
These include several ways of dealing with small amplitudes and data sets with and 
without earthquakes near Mammoth Lakes. Also included are results when the 
factor n is constrained to unity. 

Small amplitudes were dealt with in two ways: either all amplitudes less than 0.3 
mm were ignored, or readings from any station at hypocentral distances beyond the 
first occurrence of an amplitude less than our minimum amplitude of 0.3 mm were 
not included in the regression analysis. The latter selection criterion was used to 
prevent possible bias due to the neglection of small amplitude readings. There were 
no essential differences in the results (Table 2), possibly because individual station 
corrections help to compensate for amplitudes that are anomalously high or low. 
The complete data set was used in computing the magnitudes and residuals, given 
the new log Ao curve and station corrections. 
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The separation of the data set into groups with and without the Mammoth Lakes 
earthquakes was done because there are a large number of events in the region 
(shown by the box in Figure 1), and the region is outside the Caltech network. We 
did not want the overall results to be unduly sensitive to these earthquakes. 

Figure 2 shows the overall fit of the data to the attenuation model. Each point is 
the average of all residuals (corrected station magnitude minus event magnitude) 
in a 20-kin distance window, and the bars are the 95 per cent confidence limits, 
based on the scatter. The top and bottom panels show the results of the analysis 
with and without the Mammoth Lakes earthquakes, respectively. When the Mam- 
moth Lakes earthquakes are excluded, the residuals are featureless, indicating that 
the attenuation is well represented by the adopted functional form. The residuals 

TABLE 2 

RESULTS OF REGRESSION ANALYSIS 

No. of No. of 
Case n* K* ~bvt  Earthquakes Data 

All events 
AS 972 9,941 1.078 _+ 0.017 0.00152 + 0.0004 0.214 
A, r* 968 8,883 1.066 ± 0.017 0.00161 ± 0.0004 0.216 

Exclude Mammoth 
A 818 8,301 1.112 ± 0.017 0.00181 ± 0.0004 0.207 
A, r 814 7,355 1.110 ± 0.017 0.00189 ± 0.0005 0.208 
A, r 814 7,355 1.0§ 0.00215 ± 0.0002 0.209 

* Uncertainties of coefficients are ± one standard deviation. 
t; Standard deviation of observed amplitudes about the predicted values. 
$ Indicates method of dealing with small amplitudes. For "A," all readings less than 0.3 mm excluded; 

for "A, r," all readings at distance beyond the first occurrence of A < 0.3 mm were excluded. 
§ Constrained. 
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FIG. 2. Residuals from the regression as a function of distance for the data set with and without the 
Mammoth Lakes data (upper and lower parts, respectively). In this and subsequent figures (unless noted 
otherwise), residuals refer to the difference between the magnitude computed from a single station and 
the event magnitude obtained by averaging the individual station magnitudes; on the ordinate label this 
is indicated by "ML(sta) - ML(eq)." Each point is the average of all residuals in a nonoverlapping 20- 
km distance bin. The bars show the 95 per cent confidence limits of the estimates. The residuals were 
computed using the attenuation and station corrections obtained without the Mammoth Lakes data. 



THE ML SCALE IN SOUTHERN CALIFORNIA 2081 

obtained when using the complete data set show a rapid decay followed by an abrupt 
increase at 100 km. This feature, as well as the large positive residuals at 390 kin, 
are due to strong systematic effects present when using the Mammoth Lakes data. 
The Mammoth Lakes data are discussed in more detail later in the paper. 

As with the residuals plotted in Figure 2, the data from the Mammoth Lakes 
earthquakes have a significant impact on the derived attenuation curve. We have 
decided to adopt as a standard the attenuation curve derived without the Mammoth 
Lakes data and with the more restrictive selection criterion. These choices lead to 
the following equation for the log A0 curve 

- log Ao - 1.110 log(r/100) + 0.00189(r - 100) + 3.0. (3) 

Unless otherwise stated, this curve will be used from here on in the paper. 
The new version of the Ao curve differs noticeably from that defined by the 

standard values (Table 22-1 in Richter, 1958). Figure 3 shows our curve for three 
different focal depths. For comparison, plots are also provided of both the curve 
derived with the larger data set (including the Mammoth Lakes earthquakes) and 
the discrete values from Richter's table. Although the agreement between our curves 
and the standard values is excellent between 50 and 200 km distance, magnitude 
estimates using our curves and data from stations at greater distances would be up 
to about 0.3 units smaller than those observed from Richter's curve. Stated differ- 
ently, Richter's distance correction assumes a more rapid attenuation of the Wood- 
Anderson amplitudes than we have found. As we suggested in the introduction, this 
result was anticipated from routine observatory work assigning magnitudes. 

In contrast to our results, Bakun and Joyner (1984) do not find any significant 
divergence from Richter's A0 values for distance beyond 100 kin, for propagation 
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FIG. 3. A0 curve from the present study (for focal depths of 0, 10, and 20 km),.along with values from 

the Ao table in Richter (1958). The solid and dashed curves represent the regression results without and 
with the Mammoth Lakes data, respectively. 
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paths in central California. It is curious and ironic that Richter's original Ao values, 
derived from southern California data, should be more appropriate to central than 
southern California. Notwithstanding the systematic differences we found, Richter's 
attenuation is remarkably accurate, especially considering the few data upon which 
it was based: the - log Ao values reported by Richter (1935) seemed to have been 
based on the records from only 11 earthquakes (all occurring in January 1932) 
ranging in size from ML 1.5 to 4.5; the - log A0 values have undergone little change 
since (Gutenberg and Richter, 1942, 1956; Richter, 1958). 

Although for data at large distances our curves would lead to smaller ML values 
than obtained from the standard distance correction, the opposite holds for data at 
small distances. The systematic difference between the attenuation curves at small 
distances {less than about 40 km) agrees with findings for central California (Bakun 
and Joyner, 1984), as well as those from Japan (Y. Fujimo and R. Inoue, written 
communication, 1985), Italy (Bonarnassa and Rovelli, 1986), and South Australia 
(Greenhalgh and Singh, 1986). Jennings and Kanamori {1983) have noticed a similar 
discrepancy with synthetic Wood-Anderson data reconstructed from strong-motion 
accelero~aph l~ordihgs. The difference for distances less than about 100 km 
between the standard log Ao values and those from numerous recent studies has a 
simple explanation: although the recent work supports a geometrical spreading 
close to 1/r, Gutenberg and Richter (1942) assumed a geometrical spreading of 1/r 2 
and an average focal depth of 18 km (Figure 4), both of which are inappropriate for 
southern California, in their modification of the original log Ao values (Richter, 
1935) for closer distances. They had no data closer than an epicentral distance of 
22 km with which to check their resulting log Ao corrections. 

In spite of the good overall representation of the data in Figure 2, we find a 
considerable amount of variation in the shape of the A0 curve from one station to 
another. Pasadena (PAS), Riverside (RVR), and Palomar (PLM) are good examples. 
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FIG. 4. Comparison of the standard - log  Ao values and the values given by a decay curve assuming 
1/r 2 geometrical spreading and a set of depths from 0 to 30 km. Gutenberg and Richter (1942) used a 
depth of 18 km. 
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All three of these stations are well within the reporting area of the Caltech network 
and receive seismic energy well distribul~d in a.zitnuth. Yet, each has a different 
trend in the residuals (Figure 5). In all cases, both components of the same station 
show the same trend and have similar station corrections, suggesting that the Sotlrc0 
of the differences are probably geological rather than instrumental. 

STATION CORRECTIONS 

Differences in the station Ao curves could presumably arise either: (1) frora the 
source, including local geology and radiation pattern effects; (2) from differences in 
attenuation along the path; or (3) from differences in site geology. We have triod to 
circumvent the first problem by choosing a wide geographic distribution of hypo- 
centers in our data set. However, swarms and aftershock sequences are krl0wrl to 
have their own unique set of "station corrections" and, depending on how many 
swarm events were included, they might bias the solutions. 

In spite of the possible biasing effects of nonuniform distributions of data with 
distance and geographic area, we have adopted the station corrections in Table 3 as 
representations of average values that might be used in routine analysis. The hope 
is that for any earthquake the systematic effects at different stations will be of 
varying sign and so will be averaged out. This, of course, will not always happen, 
and it is possible that the accuracy of the magnitudes will only be several tenths of 
a unit, although the formal precision, as given by the standard error of the mean, 
is considerably less. 

Special mention should be given to the station corrections for the "100X" 
instruments (stations 9 through 13), almost all of which were co!ocat~d with 
standard Wood-Anderson instruments. Station corrections were obt.ained in two 
ways: as a result of the standard regression procedure, and by combining th0 
regression results for the standard instruments with direct measurements, made by 
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TABLE 3 

STATION CODES, COORDINATES~ AND CORRECTIONS 

North.South 
Latitude Longitude Components Esst-West Components 

Station ('N) ('W) 
Stacor SEOM* (n) Stacor SEOM* (n) 

BAR 32 40.80 116 40.30 -0.16 ± 0.01 (428) 
CWC 36 26.30 118 4.70 0.08 ± 0.01 (370) 0.04 ± 0.01 (359) 
ISA 35 39.80 118 28.40 0.27 ± 0.01 (337) 0.25 __. 0.01 (321) 
PAS 34 8.90 118 10.30 0.11± 0.01 (661) 0.15 ± 0.01 (650) 
PLM 33 21.20 116 51,70 -0.10 ± 0.01 (525) -0,10 ± 0.01 (446) 
RVR 33 59,60 117 22.50 0.16 ± 0,01 (594) 0.04 ± 0.01 (561) 
SBC 34 26.50 119 42.80 -0.17 ± 0.01 (492) -0.15 ± 0.01 (477) 
TIN 37 3.30 118 13.70 -0.35 ± 0.01 (379) -0.37 ± 0.01 (358) 
9 36 26.30 118 4,70 1.20 ± 0.02 (28) 1.26 ± 0.04 (23) 
9HI 36 8.20 117 56.80 0.78 ± 0.05 (5) 0,76 ± 0.04 (5) 
10 33 59,60 117 22.50 1,32 ± 0,04 (24) 1.28 ± 0.03 (28) 
11P 34 8.90 118 10.30 1.11± 0.07 (5) 1.01 ± 0.03 (6) 
11S 34 26.50 119 42.80 0.78 ± 0.07 (9) 0.81 ± 0.06 (8) 
12 34 26.50 119 42.80 0.85 ± 0.02 (43) 0.81 ± 0.03 (40) 
13 34 8.90 118 10,30 1.27 ± 0.03 (29) 1.27 ± 0.03 (25) 
13E 32 47.90 115 32.90 0,35 ± 0.10 (i0) 0.31 ± 0.11 (10) 
GLA 33 3.15 114 49.59 -0.10 ± 0.05 (22) -0.25 ± 0.05 (21) 
HAl 36 8.20 117 56.80 -0.38 ± 0.03 (20) -0.35 ± 0.03 (19) 
I~C 32 51.80 117 15.20 -0.03 ± 0.19 (5) 0.16 ± 0.10 (3) 
MWC 34 13.40 118 3.50 0.16 ± 0.04 (4) 0,15 ± 0,06 (4) 
SNC 33 14,90 119 31.40 0.27 ± 0.06 (7) 
SWM 34 43.10 118 34.90 -0.60 ± 0.06 (16) -0.52 ± 0.06 (19) 
WDY 35 42.00 118 50.60 0.45 ± 0.03 (34) 

* SEOM = standard error of the mean. Number of data used to 
compute mean given in parentheses. 

Jennifer Haase, of the ratio of the response of colocated Wood-Anderson and 
"100×" instruments. Table 4 shows both the measured ratio (expressed as the 
logarithm of the ratio) and the estimated ratio obtained by subtracting the station 
corrections determined from the regression analysis (e.g., 9 - CWC). The logs of 
the ratios are within several tenths of one another. Also included in the table are 
the estimated station corrections for the "100×" instruments obtained by adding 
the observed Wood-Anderson corrections to the logarithms of the directly measured 
ratios of the responses. Because they are based on more measurements, we have 
taken these as the standard station corrections for the "100×" instruments. 

The designation of the lower magnification instruments has been put in quotes 
(i.e., "100×") because it is clear from Table 4 that the relative gains of the standard 
and low-gain Wood-Anderson instruments cannot be 2,800 and 100, as advertised. 
This would give a logarithm ratio of 1.45. The average ratio is close to 1.1. If the 
Wood-Anderson response were really 2,800, this would imply that the low-gain 
instruments had a magnification of 200 rather than 100. On the other hand, if the 
Wood-Anderson gains are closer to 2,000, as some have suggested, the low-gain 
instruments would have a magnification of about 160. In any case, the derived 
station corrections should account for any difference in the gains. 

RECOMPUTED MAGNITUDES 

The systematic divergence between Richter's log Ao and our results (Figure 3), 
coupled with the tendency for larger earthquakes to be recorded at greater distances 
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TABLE 4 
RELATIVE GAINS AND STATION CORRECTIONS OF "100X" 

INSTRUMENTS 

Instrument 
log (WA/"100x')* Station Correction* 

Inferred Measured WA "lOOx" 

9, CWC:NS 0.97 1.12 0.08 (370) 1.20 (28) 
:EW 1.00 1.22 0.04 (359) 1.26 (23) 

10, RVR:NS 1.15 1.16 0.16 (594) 1.32 (24) 
:EW 1.18 1.24 0.04 (561) 1.28 (28) 

11S, SBC:NS . 0.95 -0.17 (492) 0.78 (9) 
:EW 0.96 -0.15 (477) 0.81 (8) 

12, SBC:NS 0.80 1.02 -0.17 (492) 0.85 (43) 
:EW 0.84 0.96 -0.15 (477) 0.81 (40) 

13, PAS:NS 0.94 1.16 0.11 (661) 1.27 (29) 
:EW 0.99 1.12 0.15 (650) 1.27 (25) 

* The "inferred" values were obtained by subtracting the station 
corrections determined from the regression analysis. The "100X" sta- 
tion corrections listed in this table were obtained by adding the directly 
measured values of the logarithms of the amplitude ratio from Wood- 
Anderson (WA) and "100x" seismograms to the Wood-Anderson sta- 
tion correction determined by the regression analysis. The only read- 
ings at station 11S used in the regression analysis were from Mammoth 
Lakes earthquakes, and therefore the inferred gain ratio for this station 
was not included in the table. 
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than smaller events (Table 1), leads to a systematic difference in ML values 
determined from our analysis and the "official" magnitudes reported in the CIT 
catalog (Hileman et al., 1974; Friedman et al., 1976; Hutton et al., 1985). As seen in 
Figure 6, the new ML values become progressively smaller than the catalog values 
as magnitude is increased. In some instances, the difference can be one-half 
magnitude unit. This has important implications, for many of these larger events 
are famous earthquakes whose magnitudes have been used in a variety of studies. 
Their local magnitudes may have weighed heavily in the calibration of other 
magnitude scales. 

The large difference for the bigger earthquakes is not solely a result of the new 
attenuation curve, however. The magnitudes recomputed with Richter's log Ao 
correction are also systematically lower than those in the catalog for the larger 
earthquakes (Figure 6, bottom). One factor in this difference could be the use of 
amplitudes from seismograms written by "100x" instruments, assuming a magni- 
fication of 100, in determining the catalog values. It could also indicate that some 
catalog values are not truly ML magnitudes but may have been determined from 
amplitudes at teleseismic distances. It is also possible that data from outside the 
Caltech network were used in assigning magnitudes. The discrepancy could also 
reflect subjective judgment used by the analysts in assigning magnitudes. 

A list of magnitudes for some notable earthquakes is given in Table 5, and to 
help assess the possible reasons for discrepancies between the catalog and recom- 
puted magnitudes, the worksheets for a few of the events are given in the Appendix. 
The values in the table are not intended to be our best estimate of the magnitudes 
of the individual events. We have not reread the seismograms to verify the ampli- 
tudes, nor have we included amplitudes from instruments outside of the CIT 
network. 
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FIG. 6. Difference between recomputed magnitudes and those in the Caltech catalog for the same 
event. The upperpanel used the new attenuation curve given by equation (3), and the lowerpanel used 
Richter s logAo correction. The new station corrections (Table 2) and the same data set (which excluded 
Mammoth Lakes data) were used in both parts of the figure. The short line segments at the right have 
a slope of -0.3, but its vertical placement is arbitrary {see text for significance of the slope). 

In addition to explaining problems that arise in routine analysis, the tendency of 
the recomputed magnitudes to be smaller than the catalog magnitudes for the larger 
earthquakes might explain inconsistencies noticed by Luco (1982). Luco's exami- 
nation of ML determined from synthetic Wood-Anderson seismograms constructed 
by filtering of records from strong-motion accelerographs reveals a systematic 
difference between the synthetic and catalog ML'S, the synthetic ML'S being smaller. 
The magnitudes based on the synthetic Wood-Anderson seismograms were shown 
to increase by only 0.7 for each 1.0 increase in the catalog magnitudes. Because the 
catalog values were from records necessarily made at greater distances than the 
strong-motion recordings, Luco's finding, taken at face value, implies that the Ao 
curve depends on earthquake magnitude as well as on hypocentral distance. The 
discrepancy noted by Luco would be substantially reduced, if not eliminated, by 
using our recomputed magnitudes. To illustrate this, a line with a slope of -0.3, as 
found by Luco, is superposed on Figure 6 (the vertical placement is arbitrary). The 
residuals are in rough agreement with the slope of the line over the magnitude range 
corresponding to the data used by Luco. 

The possibility of a magnitude-dependence in the shape of the attenuation curves 
was investigated by plotting the residuals as a function of distance in three different 
magnitude ranges. The new A0 curve and station corrections, derived without the 
Mammoth Lakes data, were used in calculating all magnitudes (Figure 7). As seen 
in the figure, there are relatively few data points for the large events, making the 
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TABLE 5 

MAGNITUDES OF SELECTED EARTHQUAKES 

yy:mm:dd Location ML ML (R) ML (HB) N* (CIT) 

34-06-07 Parkfield 6.00 6.09 + 0.06 5.91 + 0.05 6 
40-05-19 Imperial Valley 6.70 6.19 _ 0.08 6.03 ± 0.06 6 
66-06-28 Parkfield 5.60 5.67 ± 0.05 5.56 ± 0.06 16 
68-04-09 Borrego Mountain 6.40 6.31 ± 0.05 6.19 ± 0.04 8 
71-02-09 San Fernando 6.40 5.81 ± 0.04 5.79 ± 0.04 5 
73-02-21 Point Mugu 5.90 5.63 ± 0.07 5.57 + 0.08 8 
78-08-13 Santa Barbara 5.06 5.05 ± 0.03 5.01 ± 0.03 14 
79-01-01 Malibu 5.24 4.90 ± 0.07 4.86 ± 0.07 18 
79-03-15 Homestead Valley 4.96 5.01 ± 0.08 4.96 ± 0.08 14 
79-03-15 Homestead Valley 5.27 5.32 ± 0.07 5.27 ± 0.06 12 
79-03-15 Homestead Valley 4.85 4.80 ± 0.08 4.75 ± 0.08 11 
79-06-30 BigBear 4.81 4.74 ± 0.06 4.70 ± 0.07 18 
79-10-15 ImperialValley 6.51 6.40 ± 0.09 6.23 ± 0.07 12 
79-10-15 ImperialValley 5.20 5.11 ± 0.06 5.00 ± 0.06 5 
79-10-16 ImperialValley 5.15 5.11 ± 0.03 4.99 ± 0.03 20 
79-10-16 ImperialValley 5.10 5.12 ± 0.04 5.00 ± 0.03 19 
79-10-16 Imperial Valley 5.52 5.46 ± 0.05 5.32 ± 0.03 20 
80-05-25 Mammoth Lakes 6.31 6.21 ± 0.09 6.05 ± 0.07 16 
80-05-25 Mammoth Lakes 6.45 6.36 ± 0.12 6.20 ± 0.09 9 
80-05-27 Mammoth Lakes 6.41 5.84 ± 0.18 5.69 ± 0.17 7 
80-06-09 Cerro Prieto 6.21 6.13 ± 0.07 5.97 ± 0.07 16 
81-04-26 Westmorland 5.67 5.67 ± 0.07 5.54 ± 0.05 14 
81-09-04 offshore 5.44 5.42 ± 0.05 5.36 ± 0.04 17 
81-09-30 Mammoth Lakes 6.08 5.89 ± 0.08 5.72 ± 0.07 17 
82-10-25 Coalinga 5.60 5.58 ± 0.06 5.46 ± 0.07 14 
83-05-02 Coalinga 6.10 6.06 ± 0.09 5.93 _+ 0.07 8 

* Number of amplitudes used to determine ML (HB). 
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error bars large. Nevertheless, with the exception of a trend at large distances for 
t h e  ML 2.0 to 3.5 set, which we believe is explained by the difficulty of measuring 
small motions, the data are consistent with a magnitude-independent shape for the 
attenuation of peak amplitude recorded on Wood-Anderson instruments. 

MAMMOTH LAKES EARTHQUAKES 

As mentioned before, the residuals from the Mammoth Lakes earthquakes show 
strong systematic effects. This is emphasized in Figure 8, which shows the residuals 
for only the Mammoth Lakes data, using the standard attenuation and station 
corrections (neither of which used the Mammoth Lakes data in their determination). 
Unfortunately, there is little overlap in the stations recording the events in any 
distance range, and therefore incorrectly chosen station corrections might explain 
some of the patterns. Figure 9 shows however, that, for both components of station 
TIN, the residuals for the Mammoth Lakes data and for the rest of the data differ 
considerably. Of course, the trends might be explained by some sort of dipping 
structure or azimuthally varying attenuation close to the TIN station. Other 
possibilities suggest themselves to explain the trend of the residuals within 100 km. 
Variations in focal mechanisms or the part of the focal sphere sampled by the rays 
could be an explanation. A more exotic explanation might be that the waves have 
traveled through a region of anomalously high attenuation, such as might be 
produced by an intrusion of magma. Since the effect is observed for events with 
travel paths entirely outside the caldera (Figure 10), it is unlikely that the inferred 
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magma bodies within the Long Valley caldera could produce the effect. Ryall and 
Ryall (1984), however, have reported the possible existence of several magma bodies 
south of the caldera. Further study, including an examination of the seismograms 
at TIN for waveform distortions associated with propagation through a highly 
attenuative body and calculation of residuals from the 1986 Chalfant Valley earth- 
quakes, would be required before any credence could be attached to such an 
explanation. 

A NEW DEFINITION OF J~fL 

Richter's constraint that i mm of motion on a standard Wood-Anderson instru- 
ment at 100 km corresponds to ML ffi 3 can be taken as the definition of local 
magnitude, from which local magnitude scales can be set up in other areas once the 
appropriate attenuation curve has been determined. Table 6 includes a listing of 
some scales for other areas. If the attenuation within the first 100 km has a large 
geographic variation, however, earthquakes in two regions with the s a m e  ML may 
have very different ground motions near the source; ML would not then be a good 
measure of source size. For example, the Wood-Anderson amplitude predicted at 15 
km from Chavez and Priestley's - log  A0 relation for the Great Basin of the Western 
United States is more than 2 times that given by our results for an earthquake with 
the same ME. To avoid this difficulty, it seems appropriate to establish a definition 
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TABLE 6 

log Ao RELATIONS FOR VARIOUS RI~GION~ 

Southern California (Boore and Hutton, this paper) 
- log  A0 = 1.110 log(R/100) + 0.00189 (R - 100) + 3,0 

Central California (Bakun and Joyner, 1984) 
- log  Ao = 1.000 log(R/100) + 0.00301 (R - 100) + 3,0 

Great Basin, Western United States (Chavez and 
Priestley, 1985) 

fl .00 log(R/100) + 0.0069 (R - 100) + 3.0 
- log  Ao = ]0.83 log(R/100) + 0.0026 (R 100) + 3.0 

Greece (Kiratzi and Papazerchos, 1984) 
~1.58 log(R/100) +3.0; ML ~ 3.7 t 

- log  Ao = /2.00 log(R/100) +3.0; ML > 3,7 

Western Australia (Greenhalgh and Singh, 1986) 
- log A0 = 1.10 log 4/100 + 0,0013 (£ - 100) + 3,03 

Japan (Y. Fujino and R. Inoue, written communication, 
1985) 

- log  Ao = 1.098 log R/100 + 0.0003 (R - 100) + 3,0 

10 ~ ¢ R = -< 700 k~m 

0 _-- h -_ ~,O0 ktn 

0 = A < 90 km 
90 --- A --- 600 km 

100 --< R <_- 1000 km 

40 =< ~ ~ 600 km 

Note: R and A are hypocentral and epicentral distances, respectively, in ki]omot0r~, 

of magnitude at a closer distance, using the new - log  Ao curve we have found for 
southern California so as to be consistent with Richter's original definition of ML, 
From equations (1) and (3), we predict that a magnitude 3 earthquake will produce 
an amplitude of 10 mm on a standard Wood-Anderson instrument at !7 km. We 
propose this as a new definition of local magnitude [ML(HB)]. 

CONCLUSIONS 

We have derived an equation from which log Ao corrections for use in estimating 
local magnitudes (ML) may be determined. This equation, based on the atto~uatio_n 
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of peak motions from Wood-Anderson instruments as a function of hypocentral 
distance, was obtained from a regression analysis of 7,355 recordings from the 
Southern California ~eismo~raphic Network for 814 local earthquakes, ranging in 
size from ML 2.2 to ML 6.8. The attenuation we found is less rapid than that implied 
by the standard log Ao values tabulated in Richter (1958). Because we constrain our 
values to equal his at a distance of 100 km, the difference in attenuation suggests 
t ha t  ML values using the standard log Ao are underestimated from recordings less 
than about 50 km and overestimated from recordings beyond 200 km. Added to this 
systematic underestimation of magnitudes for the larger earthquakes is a strong 
tendency for the catalog values to be higher than the recomputed values even when 
Richter's attenuation correction is applied. The difference in magnitudes can exceed 
0.5 units. These results may explain the different scaling, reported by Luco (1982), 
of peak motions from Wood-Anderson seismograms simulated from nearby strong- 
motion records and those from real Wood-Anderson instruments as an artifact of 
the systematic error in reported ML values, rather than being due to attenuation 
curves whose shapes depend on magnitude. We looked for such a shape dependence, 
but found none. 

We suggest that local magnitude be defined such that a magnitude 3 earthquake 
corresponds to 10 mm of motion on a Wood-Anderson instrument at a hypocentral 
distance of 17 km. This definition is consistent with Richter's original definition 
that a magnitude 3 would produce 1 mm of motion at 100 km, but it would allow a 
more meaningful comparison of earthquakes in situations where the attenuation of 
Wood-Anderson motions is strongly dependent on geographic region. 

The Seismological Laboratory of CIT is understandably reluctant to change the 
magnitudes of its most commonly referenced earthquakes. It is also reluctant to pat 
this new Ao curve into routine use, since it would cause a discontinuity in the local 
magnitude scale with time and wreak havoc with the seismicity statistics. Until 
such time as all phase and amplitude readings back to 1932 are in computer-readable 
form, routine magnitude determinations must continue to use the old definition of 
ML. The magnitudes computed from our attenuation curve and station corrections 
will probably be reported as well. 
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APPENDIX 

Table A1 contains the details of the magnitude computation for several of the 
earthquakes in Table 5. As stated in the text, we have not reread the amplitudes; 
they were taken from the phase cards on fit at CIT. For the larger earthquakes, 
some of these readings are undoubtedly lower bounds, therefore leading to magnitude 
estimates that may be systematically low. As an example, Table 7 includes estimates 
of ML for the 1940 Imperial Valley earthquake using both the readings from the 
phase cards and from Trifunac and Brune's (1970) amplitudes read from the original 
seismograms. The ML is increased using Trifunac and Brune's amplitudes, but the 
catalog value is still much greater than that obtained from Wood-Anderson seis- 
mograms. 

The two Mammoth Lakes events in Table 7 form an interesting pair: for the 
second event the recordings at 11S lead to a very low estimate of the magnitude, 
but for the first event the same station provided magnitude estimates that were 
only exceeded by one other station. This leads to the suspicion that the amplitudes 
entered on the phase cards were incorrect for one of the events, again emphasizing 
that the original records should be consulted before accepting the values in Table 5 
as best-estimated magnitudes. 

Rereading the original seismograms is beyond the scope of this project. The point 
we want to get across here is that magnitudes used for some of the "famous" 
earthquakes in southern California might be more poorly determined than is 
commonly supposed, and, if Table 5 as a whole is a reliable indication, the actual 
magnitudes could be at least several tenths of a unit smaller than the catalog values. 

APPENDIX TABLE FOLLOWS 
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TABLE A1 

WORKSHEETS FOR ML CALCULATIONS 

Station R NS; A ML STACOR ML + ML + STACOR EW: A ML STACOR STACOR 

34-06-07 Parkfield 

MWC 272 76.0 5.69 0.16 5.85 83.0 5.73 0.15 5.88 
RVR 337 60.5 5.81 0.16 5.97 73.0 5.90 0.04 5.94 
IMC 432 28.0 5.78 -0.03 5.75 40.0 5.93 0.16 6.09 

ML {CIT): 6.00 ML (HB): 5.91 

40-05-19 Imperial Valley 

RVR 224 130.0 5.74 0.04 5.78 
PAS 294 120.0 5.97 0,15 6.12 
HAI 439 107.0 6.38 -0.38 6.00 115.0 6.42 -0.35 6.07 
TIN 540 88.0 6 . 5 9 - 0 . 3 5  6,24 51.0 6 . 3 5 - 0 . 3 7  5.98 

ML (CIT): 6.70 ML (HB): 6.03 

40-05-19 (Using Trifunac and Brune's Amplitudes) 

RVR 224 0.16 188.0 5.90 0.04 5.94 
PAS 294 160.0 6.09 0.11 6.20 125,0 5.98 0.15 6,13 
HAI 439 141.0 6.50 -0.38 6.12 ll0.0 6.40 -0.35 6.05 
TIN 540 79.0 6 . 5 4 - 0 . 3 5  6.19 51.0 6 . 3 5 - 0 . 3 7  5.98 
MWC 290 181.0 6.13 0.16 6.29 143.0 6.03 0.15 6.18 
SBC 435 153.0 6.53 -0.17 6.36 140.0 6.49 -0.15 6.34 

ML (CIT): 6.70 ML (HB): 6.16 

71-02-09 San Fernando 

10 105 25.0 4.43 1.32 5.75 28.1 4.48 1.28 5.76 
12 121 75.0 5.01 0.85 5.86 
9 227 7.2 4.49 1.20 5.69 10.0 4.63 1.26 5.89 

ML (CIT): 6.40 ML (HB): 5.79 

73-02-21 Point Mugu 

12 75 78.0 4.71 0.85 5.56 83.50 4.74 0.81 5.55 
11P 80 20.0 4.16 1.11 5.27 32.00 4.36 1.01 5.37 
10 154 15.9 4.51 1.32 5.83 25.00 4.71 1.28 5.99 

TIN 340 56.3 5.79 -0.35 5.44 73.80 5.91 -0.37 5.54 

ML (CIT): 5.90 ML (HB): 5.57 

80-05-25 Mammoth Lakes 

9 140 18.0 4.49 1.20 5.69 24.50 4.62 1.26 5.88 
11S 353 33.4 5.61 0.78 6.39 34.00 5.62 0.81 6.43 
13 381 14.0 5.32 1.27 6.59 
10 415 4.1 4.89 1.32 6.21 4.50 4.93 1.28 6.21 

RVR 415 50.0 5.98 0.16 6.14 
BAR 574 49.7 6 . 4 3 - 0 . 1 6  6.27 

ML (CIT): 6.45 ML (HB): 6.20 

80-05-27 Mammoth Lakes 

9 132 12.0 4.27 1.20 5.47 18.50 4.46 1.26 5.72 
11S 346 2.5 4.46 0.78 5.24 1.70 4.29 0.81 5.10 

PAS 373 106.5 6.18 0.11 6.29 
RVR 407 29.5 5.73 0.16 5.89 65.00 6.07 0.04 6.11 

ML (CIT): 6.41 ML (HB): 5.69 


