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Abstract The stochastic method of ground-motion simulation assumes that the en-
ergy in a target spectrum is spread over a duration DT. DT is generally decomposed
into the duration due to source effects (DS) and to path effects (DP). For the most
commonly used source, seismological theory directly relates DS to the source corner
frequency, accounting for the magnitude scaling of DT. In contrast, DP is related to
propagation effects that are more difficult to represent by analytic equations based on
the physics of the process. We are primarily motivated to revisit DT because the func-
tion currently employed by many implementations of the stochastic method for active
tectonic regions underpredicts observed durations, leading to an overprediction of
ground motions for a given target spectrum. Further, there is some inconsistency
in the literature regarding which empirical duration corresponds toDT. Thus, we begin
by clarifying the relationship between empirical durations and DT as used in the first
author’s implementation of the stochastic method, and then we develop a new DP

relationship. The new DP function gives significantly longer durations than in the
previous DP function, but the relative contribution of DP to DT still diminishes with
increasing magnitude. Thus, this correction is more important for small events or
subfaults of larger events modeled with the stochastic finite-fault method.

Introduction

The stochastic method of simulating ground motions
assumes that the spectral content of the ground motion at a
site is given by a combination of seismological theory and
empirically determined parameters, and that this energy is
distributed randomly over a specified duration. As originally
formulated (Hanks and McGuire, 1981; Boore, 1983), this
duration was simply given as the inverse of the earthquake
source corner frequency, assuming a simple single-corner-
frequency source model. This implies that the duration at all
distances is the same, including at the source. Herrmann
(1985) recognized that the duration is also a function of dis-
tance from the source. The duration increases with distance
for a number of reasons, including separation of arrival times
for wave types traveling at different speeds, scattering, re-
flections at layer interfaces and the free surface, and trapping
of waves within sedimentary basins. Herrmann (1985) pro-
posed that the total duration DT should be the addition of the
source durationDS and path durationDP. Based on synthetic
seismograms for a laterally uniform layered velocity model,
Herrmann proposed the simple function DP � 0:05R for the
path duration, in s, for a source-to-site distance R, in km.
One-dimensional synthetics such as this account for some,
but not all, of the factors that increase duration with distance
listed above; so the 0:05R term should be considered a lower
bound of the path duration. Nevertheless, this path duration

was adopted by the first author for use in stochastic-method
simulations in western North America and has been used for
many years by a number of researchers (although more com-
plicated functions have been used by some, such as Atkinson
and Boore, 1995, in simulations in eastern North America).
The recent carefully screened large database developed for the
Pacific Earthquake Engineering Center (PEER) Next Genera-
tion Attenuation (NGA)-West2 project (Ancheta et al., 2014)
makes this an opportune time to revisit the duration used in
stochastic-method simulations in active tectonic regions.

Our goal in this article is to develop an equation for path
duration that can be used in the first author’s formulation of
the stochastic method, as implemented in the stochastic-
method simulations suite of programs (Boore, 2005). In that
formulation,DT � DS �DP. There have been several recent
studies that have obtained equations for various duration def-
initions as functions of source, path, and site parameters.
Some of these studies (Kempton and Stewart, 2006; Gho-
frani and Atkinson, 2014) represent duration as an additive
function of source, path, and site parameters, whereas others
(Bommer et al., 2009; Bora et al., 2014; Lee and Green,
2014) have more complicated functions involving the natural
log of duration as an additive function of source and site terms,
with an additional term that couples source, path, or site
parameters. Our initial strategy was to use those equations
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to guide a mixed-effects regression analysis using the new
NGA-West2 dataset (Ancheta et al., 2014). Although all the
different formulations fit the data well, we prefer the additive
formulation of Kempton and Stewart (2006) because it
makes sense physically because the source and path should
contribute to the total duration independently (just as the
stochastic method separates the effect of the source and path
on the Fourier spectra into independent components). Addi-
tionally, it allows us to model only the path duration by
subtracting the source duration given by a commonly used
source model, which provides a means for adjusting the
source duration through the corner frequency and the stress
parameter. For simplicity, we choose to subjectively fit a
piecewise-linear function to medians of an empirically deter-
mined duration parameter rather than adopt the formal log-
arithmic mixed-effects regression approach of Kempton and
Stewart (2006).

To accomplish our goal, we had to develop a method
of relating the duration parameters used in the stochastic
method simulations to durations observed in ground mo-
tions. This is not as trivial as it might initially seem because
there are many different possible definitions of ground-
motion duration that could be intuitively equated to DT, and
also because the duration parameter must be consistent with
the parameters that define the envelope function of the sto-
chastic method (equation 24 in Boore, 2003).

We first describe the duration parameter that we have
obtained from the time series used in developing the
NGA-West2 database and then discuss the development of
the new function forDP. This is followed by a residual analy-
sis of the new function and a brief comparison with previous
equations for ground-motion duration. We then compare the
magnitude dependence of several ground-motion intensity
measures (GMIMs) from data and from simulations made
using the original and revised functions for DP.

The Measure of Duration Used in this Study

A number of ground-motion duration measures have
been proposed. Bommer and Martínez-Pereira (1999) found
that the measures could be classified as one of three types.
The type of concern to us is significant duration (introduced
by Trifunac and Brady, 1975), for which the duration of a
record is based on the integral of the squared acceleration
time series, although others have generalized the definition
to allow for the use of the squared velocity time series. We
use significant durations based on the acceleration series be-
cause of its close association with the root mean square (rms)
acceleration, which is at the core of the stochastic method.
For any one record, a number of significant duration mea-
sures can be computed. For example, durations can be de-
fined between any two fractions of the cumulative integral
of the squared acceleration (Husid plots), normalized to unity
at the end of the record. Two common measures are the in-
tervals between the time at which the integral reaches 5% and
75% of the maximum and 5% and 95% of the maximum

(e.g., Ou and Herrmann, 1990a,b; Kempton and Stewart,
2006; Bommer et al., 2009). Different terminologies have
been used for these measures, such as Da5−95 (Kempton and
Stewart, 2006, in which a indicates the use of acceleration
rather than velocity) and DSR5%−95% (Bommer et al., 2009);
for brevity we use D95 (and similarly for other fractions) be-
cause our measure always starts at 5% of the maximum and is
always calculated from the acceleration time series. Other
measures are determined by the duration required for a GMIM
determined from the record to be equal to the value predicted
from random vibration theory, given the rms of the record. The
GMIMs used in these determinations of duration include the
peak ground acceleration (PGA; Vanmarcke and Lai, 1980),
peak ground velocity (Atkinson, 1993, 1995), and spectral ac-
celeration at a number of periods (Bora et al., 2014). These
last measures would seem to be the most relevant for the sto-
chastic method, but the method as formulated by the first au-
thor (Boore, 1983) used D95 to define the total duration of
shaking (DT) and then a separate duration to compute peak
values, which is a function of the oscillator period. We con-
tinue to prefer this approach because the duration of ground-
motion excitation is conceptually distinct from the duration of
the oscillator’s response (Boore and Thompson, 2012). We
continue to useD95 as the measure of duration for several rea-
sons: continuity with the past, retaining the amplitude envelope
shaping window, the availability of D95 for the NGA-West2
database, and the ambiguity as to which GMIM to use.

The duration D95 enters into the stochastic method in
using an exponential shaping window to approximate the
shape of a real seismogram. Boore (1983) was guided by the
work of Saragoni and Hart (1974) in determining the shape
of an exponential envelope, and he chose the envelope
parameters such that the D95 duration (computed from the
simulated ground motions) was on average equal to the total
duration of ground excitation DT (the parameter used in the
SMSIM programs). Figure 1 shows simulated accelerations
from the stochastic-method simulation program, for two
magnitudes and a distance of 100 km. The source, path,
and total durations used in the simulations, as well as D95

calculated from the time series are given in the legend. The
measured D95 does not exactly equal DT, and there is no rea-
son thatDT should equal D95 for any one realization. As will
be shown in a later figure, that condition is closely met on
average. As it happens, the discrepancy between D95 andDT

for the M 4, R � 100 km record shown in Figure 1 is close
to the maximum difference for the 100 simulations.

The durations we use in developing the newDP function
were computed as part of the PEER NGA-West2 project (see
Data and Resources). In our analysis, we applied the same
selection criteria as in Boore et al. (2014). We found that the
D95 values from the data had some undesirable characteris-
tics that were inconsistent with the stochastic method’s
assumption that the simulated motions are primarily for
S-body waves: the time at which the 0.05 fraction is reached
can be too early because of strong P-wave energy; and the
time for the 0.95 fraction to be reached can be too late, either
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because of late arriving longer period energy (presumably
surface waves) or the presence of strong aftershocks. The
problem of an early time for the 0.05 fraction is illustrated
in Figure 2. The Husid plot of the recording is given in the
top panel, and the record (second to the top panel) is com-
pared with stochastic simulations in which all parameters are
held constant except for DT. The arrival time of the P and S
waves are labeled on each plot, the simulations are aligned to
coincide with the S-wave arrival. DT and the median PGA
from 800 simulations (PGA) are given for each simulation.

The main purpose of Figure 2 is to demonstrate that in
some cases the 5% level for data is reached substantially ear-
lier than the S-wave arrival. Parts c, d, and e of the figure,
however, also demonstrate the consequences of the different
durations for simulated ground motions. Figure 2c shows
that the original duration used in stochastic-method simula-

tion is too short, whereas Figure 2d shows that using D95

from the recorded time series overestimates the path duration
because of the presence of strong P-wave energy. Figure 2e
shows the duration parameter that we propose in this paper
(defined below as D′

95). The simulations can be compared in
terms of the total duration, but also in terms of their respec-
tive PGA: the larger the DT, the smaller the amplitude (by
approximately the inverse of the square root of DT) because
the energy is spread across a larger time window. The median
PGA (indicated by PGA) for the 800 simulations is given in
the legends; as expected, the ratios of any two simulations is
close to the square root of the ratio of their durations. There
has been no attempt to adjust the simulation parameters to
match the observed PGA, as the relative durations were of
most interest in this article. The Fourier acceleration spectrum
used in each simulation is not that of the observed record but is
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Figure 1. Acceleration time series from stochastic-method sim-
ulations, using the new path duration DP derived in this article. The
vertical lines indicate the times at which the cumulative integral of
acceleration squared (a Husid plot) reaches 5% and 95% of the
maximum value; the duration D95−5 is the difference in these times.
For brevity, we useD95 rather thanD95−5 in this article, because the
start time for defining the significant duration is always the 5% time
on the normalized Husid plot. DS is the source duration, given as
0:5=fa, in which fa is the corner frequency given by equation (6) in
Atkinson and Silva (2000). The DP for the records from the two
magnitude events differ slightly because the distances used in
DP function have been adjusted for the finite extent of the faults;
the distance for theM 8 event is slightly larger than that for theM 4
event. The color version of this figure is available only in the elec-
tronic edition.
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Figure 2. The Husid plot (graph a) from the acceleration record
shown in graph b. For this record the 0.05 level is reached near the
P-wave arrival. Graphs (c), (d), and (e) show simulations using DT
values equal to the original path duration and the D95 and D′

95 du-
rations obtained for the recording (D′

95 is the effective duration used
in this study), respectively. The change of the ordinate scale of part
(c) compared to the other two simulations. The time series shown
for each duration model is the one simulation out of 800 that had a
PGA closest to PGA. The vertical lines indicate the P- and S-wave
arrivals (the simulations have been aligned on the S-wave arrival).
The color version of this figure is available only in the electronic
edition.
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from the particular model used for the stochastic method (all
parameters but the duration were the same for the simulations).

As discussed earlier, in the stochastic method we use the
D95 measure of duration. Figure 2 shows that strong P-wave
arrivals can lead to an elongation of the duration due to an early
time at which the 5% level is reached. This early start to the
duration measure is incompatible with the stochastic-method
assumption that simulations are for the S-wave contribution to
the ground motion. Similar problems can occur due to a delay
of the time at which the 95% level is reached. These effects
imply that the shape of the envelope of ground motion from
data may be inconsistent with that assumed in the simulations.

To investigate this in detail, we compared the Husid
plots from the NGA-West2 database to those from simula-
tions. To remove any magnitude and distance dependencies
of the Husid plots, we plotted the Husid percentage NN
against the ratios of the duration DNN to D50. In Figure 3,
we show such plots both for simulated motions at six repre-
sentative pairs of magnitude and distance (15 pairs were used
in the analysis) and for observations in magnitude and dis-
tance bins centered on the pairs used in the simulations.

The observations are based on the large NGA-West2 data-
base, in which the number of records ranges from 332 for
the M 6–8 and RJB � 0–15 km graph to 3752 for the
M 3–5 and RJB � 30–83 km graph (RJB is the shortest hori-
zontal distance from a site to the vertical projection of the
rupture surface to the Earth’s surface). The results in Figure 3
imply that there is a mismatch between the assumed shapes
of the time-domain envelopes for smaller events (compare
the results from observations and simulations), with rela-
tively good agreement for larger magnitudes. To avoid the
instability due to the early and late times at which the 5%
and 95% levels are reached, respectively, we propose an
effective duration D′

95:

D′

95 � 2:0�D80 −D20�: �1�

The scale factor of 2.0 is based on the average of the ratio of
D95 to D80 −D20 from the simulations. The choice of D20

and D80 was subjective, based on plots such as those in
Figure 3, the intent being to capture the duration due to the
main S-wave motion. Equation (1) was used for the 15,923
records in the NGA-West2 database that met the selection
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Figure 3. Comparison of Husid plots (in percent) using normalized significant durations for the abscissa. The curves are based on medians
of the Husid curves for NGA-West 2 records in theM and RJB bins indicated for the observations and for 100 simulations forM and RMOD pairs
(4,11), (4,50), (4,100), (7,14), (7,51), and (7,101) for stochastic-method simulation, in which RMOD is the distance used in the stochastic-method
simulation point-source simulations. It is the source-site distance, modified to account for finite-fault effects using the formulation of Atkinson
and Silva (2000). The color version of this figure is available only in the electronic edition.
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criteria of Boore et al. (2014). Median values of D′

95 for
various magnitude and distance bins are shown in Figure 4a,
as a function of distance.

A Revised Model for Path Durations (DP)

As can be seen in Figure 4a, the D′

95 durations clearly
depend on distance, but they are also much larger for the
biggest events than for the smaller events, illustrating that
D′

95 contains source durations DS in addition to path dura-
tions DP. We assume that D′

95 � DS �DP and thus isolate
DP by subtractingDS fromD′

95. It would be ideal if we knew
DS for each event, but those are not available, and for that
reason we use an estimate ofDS based on Atkinson and Silva
(2000; hereafter AS00):

DS � 0:5=fa; �2�
in which the source corner frequency fa is given by equa-
tion (6) in AS00. fa is the lower of two corner frequencies
in their double-corner-frequency source model. (As a side
note, the high-frequency spectral level of the AS00 spectral
model equals that for a single-corner frequency model with a
stress parameter of 88 bars, using the various model param-
eters in AS00.) The resulting estimate of DP is shown in
Figure 4b. To give an idea of the variability of DP, we show
the individual points for the M 6–7 bin in addition to the

median values. The variability increases with distance. For
distances less than 100 km 50% of the values for each dis-
tance bin are generally within 5 s of the median, and the vari-
ability increases such that at a distance of 250 km 50% of the
values are within about 20 s of the median. Subtracting DS

from D′

95 has brought the durations from the various magni-
tude bins into reasonable agreement with one another, espe-
cially within 200 km, and it is those adjusted values that we
use to develop our new path duration function DP. We chose
the new duration function subjectively, guided by the medi-
ans in the magnitude 6–7 range. We focus on this range for
several reasons: there are a relatively larger number of ob-
servations for this range (unlike for the magnitudes 5–6 and
7–8), and the observations are less likely to be influenced by
the effects that caused us to introduce the effective measure
of duration D′

95 (see, Fig. 3).
The use of a subjective fit rather than one from a formal

regression analysis is in keeping with the determination of a
number of the parameters used in the stochastic method, such
as the frequency dependence of both the quality factor and the
crustal amplification. We could have obtained similar results
by a regression analysis that used the proper weighting of the
observed durations, butwe felt that it wasmore efficient to use
our judgment in determining DP. Our subjective fit is shown
by the thick line in Figure 5. The coefficients of the new du-
ration function are given in Table 1. Figure 5 also shows the
original DP�0:05R�, as well as the path durations developed
byAtkinson andBoore (1995), Atkinson (1995), andG.Atkin-
son (personal comm., 2014) for crustal earthquakes in eastern
North America, Cascadia, and active tectonic regions, respec-
tively. The new durations are consistently larger than the pre-
vious ones for eastern North America and Cascadia but are
quite similar to the oneproposedbyAtkinson for active tectonic
regions, at least for distances within about 180 km. Atkinson’s
2014durationwas developed fromconsideration of the original
DP aswell as the frequency-dependent durations ofRaoof et al.
(1999). Both our new duration and Atkinson’s 2014 duration
show a decreasewith distance starting near 50 km; this could be
a result of critical angle reflections, which can also lead to a
change in geometrical spreading at about this distance (e.g.,
Raoof et al., 1999). The larger slope of our revised duration
at distances beyond about 150 km might be a result of the in-
creasing importance of surface waves and scattered energy.
We show the consequences of our revised duration function
in a later section.

Comparisons with Other Duration Functions

The new duration function is compared with the dura-
tion functions of Kempton and Stewart (2006; hereafter
KS06), Bommer et al. (2009; hereafter Bea09), and Bora
et al. (2014; hereafter Bea14) in Figure 6. Because the du-
rations given by those authors are total durations, we added
back DS from AS00 to our new DP. In evaluating the KS06,
Bea09, and Bea14 duration functions, we had to make
choices for two parameters not included in our function: the
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Figure 4. (a) Median values in magnitude and distance bins of
the effective D95 durations (D′

95) derived from the geometrical
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given by 0:5=fa, in which fa is the corner frequency given by equa-
tion (6) in Atkinson and Silva (2000; hereafter AS00). Also shown
are the individual points for theM 6–7 bin. The color version of this
figure is available only in the electronic edition.
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average shear-wave velocity in the upper 30 m (VS30) and the
depth to the top of rupture (ZTOR) for Bea09. For VS30, we
show results for soil-like and rocklike values (310 m=s and
620 m=s, respectively). ZTOR is a function of magnitude, and
we used representative values, shown in the graph legends,
based on histograms from the dataset used in this article. The
Bea14 duration is a function of RJB, whereas the rest are
functions of Rrup (the shortest distance from the site to the
rupture surface). We converted from RJB to Rrup using
magnitude-dependent effective depths obtained by the first
author for strike-slip earthquakes; these depths go from 8 km
for M 3.75 to 0 km for M 7.5. Considering all but theM 7.5
graph, we make these observations: (1) the total duration
computed using the original DP is less than that from the
other studies; (2) in contrast, the total duration using the
revised DP is in reasonable agreement with the others for
distances within about 50 km; (3) the total duration using
the revised DP is generally lower than the other values for
greater distances. ForM 7.5 there is more difference between
the durations, and it is harder to make general observations.

Residual Analysis

Our new duration function is simpler than those discussed
in the previous section, as the only predictor variables are M
and Rrup. The KS06 base model assumes a similar independ-
ence of the magnitude and distance scaling but also includes
scaling for other factors such as VS30; Bea09 include terms

for VS30 and ZTOR, as well as an interaction term between dis-
tance and magnitude. It is therefore of interest to analyze the
residuals of our duration function for missing trends with re-
spect to the predictor variables, including those employed by
other duration functions. To compare with the other functions,
we add back the source duration to our new path duration
function as we did in the previous section and perform a
mixed-effects regression, with each earthquake being treated
as a random effect (i.e., we assume a correlation between the
durations for each earthquake). We used the same dataset of
15,923 data points as used in developing the new duration
function. The inter- and intraevent residuals are shown in
Figure 7 for various predictor variables. The dependencies are
small, indicating that our new duration function works re-
markably well, given its simplicity. There are small trends,
however, with respect toM, ZTOR, and VS30. We could derive
adjustment factors to account for these trends, but we chose
not to do so for several reasons. Some dependence on M is
expected because weweighted theM 6–7 values more heavily
than the durations from the other magnitude bins in deriving
our new duration function; residual plots for a path duration
guided by the median of the M-bin medians, which gives
more weight to the medians for smaller magnitude, showed
almost no dependence on M. The negative correlation with
ZTOR (implying that the observed total durations are somewhat
shorter than our predicted total durations) might not be the
result of a ZTOR dependence of the path duration but rather
the result of the source duration being shorter for the buried
ruptures, as would happen if the stress parameter for those
events was higher than the average stress parameter implied
by the AS00 model (such an increase has been proposed by
some authors, such as Pitarka et al., 2009). Finally, the VS30

dependence is small in the range of VS30 of most concern for
applications of stochastic-method simulation (rocklike condi-
tions; these can be used to provide input motions for the com-
putation of local site response for sites with low VS30 values).
We think any advantages of including adjustments for the
small trends associated with M, ZTOR, and VS30 do not out-
weigh the simplicity of our duration model in applications.
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version of this figure is available only in the electronic edition.

Table 1
The New Path Duration Model

Rrup (km) DP (s)

0 0
7 2.4
45 8.4
125 10.9
175 17.4
270 34.2

Slope of last segment 0.156

Values for nontabulated distances are given by linear
interpolation of the tabulated values (in terms of duration and
distance, not logarithms of these quantities). Durations for
distance beyond the last tabulated distance are given
by DP�R� � DP�Rlast� � slope × �R − Rlast�.
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Implications of the Revised Model for Predicted
Ground Motions

Comparisons of Simulations Using the Original and
Revised Path Duration Functions

As stated earlier, the envelope parameters for use in
time-domain simulations in the stochastic-method simulation
programs were chosen so that D95 � DS �DP on average,
for a representative source function. The envelope parameter

given in Boore (1983) was based on a relatively few number
of simulations. We revisited this parameter by doing 100
simulations for 15 magnitude and distance pairs. We found
that we had to change the envelope parameter (f tb2te in the
stochastic-method simulation programs) from 2.0 to 2.12.
With this slight revision, we obtained the correspondence
between D95 and DT shown in Figure 8.

Using the new envelope parameter, the 5% damped rel-
ative displacement response spectra (SD) from simulated
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motions using the original and revised path durations are
compared in Figure 9. The simulations were done for two
magnitudes (4.0 and 7.0) at a distance of 60 km (this distance
is a compromise between the close and far distances at which
the source or the path durations dominate the results, respec-
tively, and yet the distance is one for which the ground mo-
tions might be of engineering significance). As expected, the
revised durations lead to smaller motions, because the same
spectral energy is being spread out over a longer duration.
The ratio of the motions will be less than the square root of
the inverse ratio of their durations, because the rms-to-peak
factor increases with duration, and this tends to counteract
the reduction in rms with increasing duration. For a fixed
distance the contribution of the source duration to the total
duration increases with magnitude, and therefore the differ-
ences in the response spectral amplitudes from simulations
using the original and the revised path durations are smaller
for the M 7 event than for the M 4 event.

M scaling

We now compare the magnitude scaling of the 5%
damped pseudospectral acceleration (PSA) of simulations
with data. Figure 10 is an updated version of a figure in

Boore (2014), showing oscillator period TOSC � 0:2 s
PSA using the revised path duration function (as well as the
original path duration function). We chose TOSC � 0:2 s be-
cause it is one of the main periods used in design maps in
some recent building codes (see Data and Resources for
some references) and because the difference between the
original and revised durations increases with decreasing
period (as shown in Fig. 9). Similar plots of magnitude scal-
ing for periods of 1.0 s and 4.0 s are in Boore (2014) (but
using the original duration function). The observations are
for strike-slip events, and the observed motions have been
adjusted to VS30 of 620 m=s, using the Boore et al. (2014;
hereafter BSSA14) equations (620 m=s is the value of VS30

for the velocity model used to derive the crustal amplifi-
cations used in the simulations). The predictions from the
BSSA14 ground-motion prediction equations (GMPEs) are
shown in addition to the individual data points. Except for
DP and f tb2te, all simulation parameters are those used
by AS00; there has been no attempt to adjust the parameters
to obtain a better fit to the data. The apparently small differ-
ences in the simulations are consistent with the differences
shown in Figure 9. Overall, the simulations are in moderate-
to-good agreement with the data. There is a relative lack
of data for M between about 5.5 and 6.4; as a result, the

Figure 7. Residuals from a mixed-effects analysis. The residuals are defined as ln�D′

95� − ln�DS �DP�, in which the first term is from
observations, and the second term uses the sum of the revised DP and the AS00 source duration. Shown are the individual points (open
circles) and the means (solid circles) and�1 standard deviation of the data about the means within bins of the predictor variables; the standard
error of the means are so small that they would generally be difficult to see in the graphs. The color version of this figure is available only in
the electronic edition.
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BSSA14 GMPEs are not well constrained in this region,
which marks the transition from a steeper to a shallower
M scaling. The revised duration function gives a better fit
to the small magnitude observations at larger distances than
does the original duration function. Boore (2014) presented

analogous figures for longer periods, but for those cases there
is no appreciable difference between the PSA using the origi-
nal and revised durations.

Revisions of Published Results

The new duration function may require modification of re-
sults in two of our previous papers. Making these modifications
now is beyond the scope of this paper, but we mention them
here for completeness. In Boore (2009), it was assumed by mis-
take that the duration used in the stochastic-method simulations
wasD75 rather thanD95; correcting this mistakewill modify the
discussion centered on figures 9 and 10 in Boore (2009).

The second study that may require modification is by
Boore and Thompson (2012; hereafter BT12), in which
adjustments for the durations used to obtain peak motion
estimates from random-vibration theory were obtained by
comparing time-domain and random-vibration calculations.
The results of the time-domain calculations used to obtain
the western North America adjustment factors will be differ-
ent because of the new duration function and exponential
envelope factor f t2be. Preliminary calculations, not shown
here, suggest that the modifications to BT12 will be minor.

Discussion and Conclusions

The most commonly used existing formulation of the
stochastic method (e.g., Boore, 2003, 2005) assumes that
the duration of ground motion is given by a frequency-
independent sum of a source duration and a path duration,
despite the observations of Herrmann and colleagues that the
duration is frequency dependent (e.g., Raoof et al., 1999;
Malagnini et al., 2007). In defense of the stochastic method,
it has been used for many years, and comparisons with data
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show that the method predicts ground motions essentially as
well as more complicated, physics-based simulation methods
when judged in terms of the resulting response spectra (e.g.,
Hartzell et al., 1999). We feel that updating the duration
model for active tectonic regions is warranted for the follow-
ing reasons:

• The stochastic method remains a popular choice to simu-
late response spectra at all frequencies, especially in low-
to-moderate seismicity regions (e.g., Douglas et al., 2013;
Rietbrock et al., 2013).

• It is a key part of the hybrid-empirical method of develop-
ing ground-motion prediction equations (Pezeshk et al.,
2011; Campbell, 2014).

• It remains a necessary high-frequency component of hy-
brid (physics and stochastic) simulations (e.g., Frankel,
2009; Graves and Pitarka, 2010).

• It is an essential part of stochastic finite-fault simulations
(e.g., Motazedian and Atkinson, 2005; Boore, 2009; Gho-
frani et al., 2013).

On the basis of data from many thousands of earthquakes
accumulated as part of the PEER NGA-West2 project, we
found that the path duration is longer than that given by the
duration 0:05R assumed in a number of studies. The revised
duration is generally in relatively good agreement with that
from several recent studies, at least for distances within about
50 km. We emphasize that our revised path duration function
is for use in the stochastic-method simulations and is not a
general description of how duration depends on magnitude,
distance, and frequency. Consistency is an important concern
in using the revised duration. It is tied to a particular assumed
shape of an exponential shaping window, and it must be used
with that shape in future simulations.

Data and Resources

The flatfile containing ground-motion intensity mea-
sures and metadata for the PEER NGA-West2 project is
available from http://peer.berkeley.edu/ngawest2/databases/
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(last accessed February 2014). The time series and duration
measures computed from the time series are not publicly
available at this time, but the plan is to make them available
within a year. The bulk of the data analysis was done using
the program R, available from http://www.r-project.org/ (last
accessed February 2014), and many of the figures were pre-
pared using CoPlot (www.cohort.com; last accessed Febru-
ary 2014). All simulations were made using programs in the
SMSIM package, the latest version of which can be obtained
from the online software link on http://www.daveboore.
com (last accessed July 2014); their use is described in Boore
(2005).

Support for the statement that the high-frequency spec-
tral level of the AS00 spectral model equals that for a single-
corner frequency model with a stress parameter of 88 bars is
given in http://www.daveboore.com/daves_notes/What_SCF_
stress_param_is_consistent_with_the_AS00_source_model
.pdf, last accessed July 2014.

Information about four recent building codes can be
found in http://earthquake.usgs.gov/hazards/designmaps/
usdesigndoc.php; last accessed May 2014).
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